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Russia invaded Ukraine with overwhelming force one year ago, ending seventy years of peace in Europe. The war has devastated the country, killed hundreds of thousands of Ukrainians and Russians, and displaced more than 15 million people. Russia’s initial invasion failed, further isolating its president, Vladimir Putin. The result is a grinding war of attrition, with Russia shifting its strategy to target civilian infrastructure, including hospitals and electricity grids, which are violations of international humanitarian law. Canada has deep ties to Ukraine and is home to one of the largest Ukrainian diaspora communities in the world. In response to the invasion, the Canadian government has provided over CDN 4.5 billion in humanitarian and military aid while strongly supporting NATO, the most potent military opposition to Putin.

International assistance is essential to Ukraine’s survival. Putin recognizes this vulnerability and actively seeks to undermine support for Ukraine among Western democracies. One of his primary weapons in this fight is online influence campaigns pushed through Western-owned social media platforms such as Twitter, YouTube, and Facebook. The Russian government and its proxies have a long history of intervening in the politics of other countries — most famously, meddling in the 2016 United States (US) elections.

In the aftermath of that election, Canada began recognizing the threat of Russian influence operations and has slowly developed a research and policy response to address the inherent social and political threats posed by foreign interference efforts. This report builds on previous research on Russian influence operations within and outside Canada. We contribute to these studies by identifying a previously unexplored Russian strategy in Canada: the
weaponization of both Canada’s far-right and far-left movements to undermine international support for Ukraine.

Far-right and far-left communities in Canada are increasingly polarized. Their rhetoric has shifted from differences over policy to framing opponents as enemies who pose an existential threat to Canada. The Russian government continually monitors Western societies for divisive issues to exploit. Once such issues are identified, Russian mouthpieces and proxies inject and amplify these narratives in our information environment to intensify political divisions. The war in Ukraine is no exception. Wittingly or not, these apparent enemies on the political far left and far right have found common ground: undermining public support for Canadian financial, humanitarian, and military aid to Ukraine. While far-right communities have increasingly aligned with Vladimir Putin’s anti-globalist, xenophobic, and nationalist rhetoric, the far left has historically aligned with Moscow’s anti-Western and anti-NATO propaganda since the earliest days of the Cold War. These communities are among Canada’s most active online political communities. Together, they represent a potent strategy for the Russian government to intensify its attack against Canadian support for Ukraine.

This report presents research by the Centre for Artificial Intelligence, Data, and Conflict (CAIDAC) and Digital Public Square (DPS) detailing Russian efforts to influence Canadians’ perceptions of the war in Ukraine over the last two years. Specifically, we examined Russian information campaigns tailored to Canadian audiences on Twitter and the supportive ecosystems of accounts that amplify them. We defined “supportive ecosystem” to include any account on Twitter that either retweeted Russian narratives or posted content subsequently shared by leading pro-Russian accounts. By 2023, this ecosystem included at least 200,000 Twitter accounts that have shared content with millions of Canadians since the war began.


14 This is a conservative estimate. The size of the ecosystem was calculated using various methods such as mapping all
Our analysis found that Russian influence operations integrated sophisticated narratives with incendiary images and videos tailored to Canadian audiences. These narratives rapidly evolved, responding to emerging news events in Ukraine, Canada, and Russia. The responsive nature of the campaign indicates a nuanced and well-funded Russian effort. We reviewed the narratives promoted by this ecosystem regardless of whether they had any basis in fact. Russian influence narratives blended fabrications, conspiracies, and half-truths to amplify their messages. We opted to study all narratives pushed by these accounts to identify Russia’s underlying strategy and how they were amplified in the broader ecosystem. Understanding the supporting role of unsuspecting Canadians allows us to design better interventions to limit the impact of Russian influence operations.

Our analysis confirms findings from earlier studies on Russian influence operations in Canada and the United States. The results provide evidence for the following conclusions about Russian efforts to undermine Canadian support for Ukraine:

1) Russian influence operations weaponized Canada’s far-right and far-left communities.

The vast majority of the influential Canadian accounts amplifying Russian influence campaigns are far right or far left in orientation. This provides compelling evidence that, knowingly or not, these accounts enable Russian efforts to undermine Canadian support for Ukraine. The rate, breadth, and volume of the narratives produced by the Russian campaign suggest a highly organized and well-funded effort by the Russian government and its proxies.

2) Far-right and far-left networks are among the most active online political communities.

Russian disinformation targeting Canadians received engagement from over 200,000 accounts on Twitter. These networks were among Canada’s most prolific and influential political communities online. To assess these networks’ potential influence, we compared them to the online community engaging with Canada’s 338 Members of Parliament (MPs) on Twitter and a sample of twenty influential Twitter accounts in Canada. Compared to the political community engaging with MPs, these Russian-aligned networks produced twenty-seven times more content and three times as much engagement. Even when compared to Canada’s twenty most influential accounts on Twitter, these accounts produced significantly more content but were followed by fewer accounts.

3) Average Canadians amplify Russian influence operations.

We identify Canada’s Russian-aligned ecosystem’s core group of ninety accounts with an outsized influence, which is in keeping with other online social networks. Meanwhile, the proportion of “average Canadians” in that retweeted the most influential accounts at different points in time.

18 We evaluated each of the core accounts and determined their political alignment. For further details of this process, see the methodology section.
20 This is a conservative estimate. The size of the ecosystem was determined using multiple approaches such as mapping the accounts retweeting the most influential accounts in the ecosystem at different points in time.
the broader ecosystem makes up 83.3 percent of the network, presenting policy-makers with challenges and opportunities.22 Innovative media educational efforts, like online trivia pages such as ukrainetrivia.com, have successfully improved users’ knowledge of Ukraine and the conflict. These efforts would be further improved by increased collaboration with cognitive scientists who study disinformation.

We document how a small network of ninety active Russian-aligned accounts can co-opt and engage massive online communities. Without the help of these tacit supporters, who are often supporting unknowingly, these narratives would not find traction in Canada. The support of average Canadians makes these pro-Russian information campaigns possible. Even more worryingly, this amplification by average Canadians is crucial to expanding the size of the network taking part in the Russian-aligned ecosystem. Effective monitoring of the Russian-aligned ecosystem will require government and social media companies to support and engage with civil society, which is often better at identifying how foreign actors circumvent existing laws and policies.

4) **Russia’s disinformation is tailored to capture Canadian audiences.**

Previous research has shown how the Russian government’s disinformation and propaganda ecosystem identifies audiences in a country and builds narratives that resonate within them. We found similar tactics used in Canada with messages and narratives tailored to far-right and far-left communities. Examples of those narratives include the following:

- “Canada’s foreign policy is controlled by Ukrainian Canadians.”
- “Canadian sanctions are responsible for inflation and rising energy costs.”
- “Canadian sanctions are responsible for growing global food shortages.”
- “If Canadians want to cooperate with Russia on climate and Arctic issues, then we must return to diplomacy.”
- “Ukraine is corrupt and doesn’t deserve our support.”
- “Russia is de-Nazifying Ukraine.”
- “NATO is responsible for the war.”
- “Western support for Ukraine should stop because it will cause nuclear Armageddon.”

5) **Pro-Russian accounts ramped up influence operations in Canada three months before the invasion.**

We have strong evidence that Russian information operations in Canada ramped up their production of disinformation three months before the invasion of Ukraine. This included a fourfold increase of pro-Russian government narratives attacking support for Ukraine and Canadian democratic institutions. There is also evidence that there has been a steady increase in the volume of tweets of Russian government narratives.

This report has four main sections. The first provides a brief background on the Russian invasion one year ago and previous research on Russian influence operations in Canada. The second section provides additional background on the methodologies used to generate our analysis. The third section provides supporting analysis and evidence for our six conclusions. The final section outlines five recommendations for the Canadian government and social media companies to respond to the report’s findings.

---

22 In this report, we define “average Canadians” as any Twitter account with a below-average follower count compared to the other Canadians in the data set, which was a median of 1,318 as of October 2022.
Russia’s Ramped-up Information Operations

Over the past fifteen years, the Russian government intensified its online influence operations globally, targeting democratic nations and countries that were formerly part of the Soviet Union. In 2007, Russia tested its new information and cyber capabilities by targeting Estonia, where it amplified ethnic tension and disrupted the country’s digital infrastructure with denial-of-service (DoS) attacks. Since then, the Russian government and its proxies have meddled in over a dozen elections worldwide with information and influence operations, including the 2016 US presidential election. During the COVID-19 pandemic, Russian information operations amplified and promoted vaccine hesitancy and anti-lockdown narratives in Canada as part of Russia’s worldwide efforts to exploit the pandemic and intensify its effects in the democratic world.

There is growing evidence that Russia ramped up its information operations as it ordered military buildup along its western border with Ukraine and Belarus in the latter half of 2021. Russian spokespersons and information operations denied any intention to invade Ukraine in the months before 24 February 2022. Once the invasion began, however, these same spokespersons justified Russia’s “special military operation” as an effort to “de-Nazify” Ukraine. For months before the invasion, online influence operations prepared the ground for this shift, advancing disinformation campaigns on the neo-Nazi policies and roots of Ukraine’s government.

Western democracies have responded to Russia’s invasion of Ukraine by imposing significant sanctions on Russia’s ability to import Western goods, including dual-use technologies that could be used to build or repair weapons. The foreign assets of many Russian businesses, oligarchs, and kleptocrats have been frozen, and in Canada, they face the threat of being seized and forfeited.

Western governments have continued to donate billions of dollars of technologically advanced precision weapons to Ukraine. The delivery of these weapon systems and nonlethal aid has significantly contributed to Ukraine’s military capacity and the failure of Putin’s military objectives. Public backing for Ukraine in Western countries is important for sustaining that aid, which is one reason that Russian disinformation narratives have shifted to blaming Canadian and allied sanctions for global inflation and the rising cost of energy. The emerging global

23 For additional information on influence operations, see Meysam Alizadeh, Jacob N. Shapiro, Cody Buntain, and Joshua A. Tucker, “Content-based Features Predict Social Media Influence Operations,” Science Advances 6, no. 30 (20 July 2020).
27 “Disinformation and Russia’s War of Aggression Against Ukraine.”
food crisis, caused by Russian destruction and appropriation of Ukrainian agricultural infrastructure and the blockade of Ukrainian ports, is also blamed on Canadian and Western sanctions.\textsuperscript{30}

In June 2022, a team of researchers at the School of Public Policy at the University of Calgary identified narratives that Russia has used to influence Western communities.\textsuperscript{31} Many of these narratives remain central to Russian influence operations. They include: (1) blaming NATO’s expansion for sparking the war — that is, that Canada and the West have no moral superiority to condemn Russia’s invasion of Ukraine because of the war in Afghanistan; (2) how Canada and other Western nations have forced Europe into the conflict to benefit from it; and (3) how the West is supporting fascists in Ukraine. There are also narratives of eroding trust in Canada’s democratic institutions.

Similarly, a poll of 2,048 Canadians conducted by Digital Public Square and Nanos Research found that most of those polled could correctly identify official Russian government narratives about the war in Ukraine. However, at least 25 percent were unsure or unable to identify Russian disinformation narratives — suggesting that some Canadians remain vulnerable to foreign information warfare. For example, 36 percent of respondents either believed that NATO was responsible for the war in Ukraine or were unsure. A majority of those polled are concerned that Russia represents a threat to Western democracy.

\textsuperscript{30} See, for example, “Disinfo: Western Sanctions Are the Cause of Inflation.”
\textsuperscript{31} Boucher et al., “Disinformation and Russian-Ukrainian War on Canadian Social Media.”
Section 2

Mapping Russian Disinformation Campaigns on Social Media

The data we used to research the online behaviours presented here were acquired through Twitter’s academic research application programming interface (API) and a three-year qualitative study of Russian disinformation campaigns on social media. The quantitative analysis employs a network-based methodology developed by CAIDAC in previous studies. This method relies on conflict experts to identify prominent accounts in a network and then uses those accounts to map the broader ecosystem engaging with those accounts. The method differs from other Canadian studies that relied on data sets identified by others or used keyword phrases or hashtags to identify content related to Russian disinformation.

We rely on this approach to mapping actor networks for three reasons. First, large-scale information operations (like those we studied here) rely on co-opting online communities of “average users” to be effective. We do not try to disentangle which parts of the ecosystems are organic online communities and which are the orchestrated campaign, choosing instead to study the ecosystem as a whole. Studying this broader ecosystem allows us to examine both the strategies of pro-Russian accounts and, crucially, how their narratives resonate within specific social media communities.

Second, state actors and their direct proxies, like Russia’s Internet Research Agency, are crucial to driving information operations. But there is growing evidence that other actors are also indispensable to foreign information operations. For instance, “information activists” devote substantial personal resources to a cause for individual financial or social gain. While studies focused exclusively on one actor, or even one type of actor, are valuable for understanding their strategy, such approaches potentially miss other actors equally crucial to influencing public sentiment.

Finally, large-scale online ecosystems are dynamic systems that evolve and adapt over time. These systems’ emergent behaviours are distinct from any coordinated manipulation. As our methods become more sophisticated, we hope to disentangle coordinated campaigns from the organic behaviour of online communities that inadvertently or intentionally help support interference by political actors.

For this case, part of our team, led by Marcus Kolga, conducted a three-year study examining Russian disinformation campaigns across several Western democracies, including Canada, the US, and the European Union.
research monitored overt Russian government actors such as Russian Television (RT), Sputnik News, and Kremlin spokespersons through open-source intelligence methods (OSINT). Researchers then analyzed how specific stories were picked up, shared, and amplified in various pro-Russian ecosystems across different countries. Initially, the team selected forty-eight prominent Twitter accounts promoting and amplifying Russian government-aligned narratives with Canada-related narratives. These accounts were then used to map their supportive ecosystem: those accounts that either liked, reposted, or had material posted by the prominent Twitter accounts. Tweets from these accounts were collected from 24 February 2021 to 31 January 2023. This period allowed the team to analyze the ecosystem for a year before the invasion.

To measure the potential influence of the accounts central to the pro-Russian ecosystem, we compared them to two other sets of accounts: (a) the online community that engages with Canada’s 338 Members of Parliament on Twitter and (b) a list of Canada’s most influential Twitter users. These account lists were compiled through published lists. These baselines helped assess how influential and prolific the pro-Russian accounts were by comparing their account follower count, tweet production, and accounts they followed.
The analysis is based on a six-month study of the supportive ecosystem of over 200,000 accounts amplifying pro-Russian narratives in Canada. This broader ecosystem was mapped through network analysis of Twitter accounts interacting with the seed accounts, for instance, by retweeting posts. We studied the broader system because recent research has shown that foreign influence operations are collaborative undertakings that require a support network to spread and amplify messages. Understanding the role that unsuspecting Canadians play in this support network is crucial to designing better interventions to limit the impact of foreign influence. The analysis provides compelling evidence for the following conclusions:

1) **Russian influence operations are weaponizing Canada’s far right and the far left.**

The analysis mapped the supportive ecosystem that amplifies narratives pushed by the Russian government and its proxies on Twitter. As we described earlier, this ecosystem included at least 200,000 accounts that retweeted or liked these narratives. Network mapping software then identified the ninety most influential accounts in the ecosystem. Our analysts were familiar with most accounts, having tracked Russian influence operations in Canada for the last three years. The team removed thirty-three accounts for which the user’s location could not be determined. Of the remaining accounts, the largest group of users were based in Canada (47%), with the US (23%), Russia (19%), UK (7%), Austria (2%), and Australia (2%) making up the remainder.

The team then reviewed the accounts based in Canada and found that the overwhelming majority (92.6%) belonged to either far-right or far-left voices. In total, nine accounts were characterized as far-left (33.3%) while sixteen accounts were categorized as far-right (59.3%). See Figure 1. The remaining accounts (7.4%) could not be classified along the traditional right and left political spectrum as they often exposed views from both extremes of the political spectrum. These accounts may signal the emergence of new political orientations.

The centrality of these accounts to the Russian influence operations in Canada provides compelling evidence that far-right and far-left communities have been co-opted to undermine Canadian support for Ukraine. These results mirror the findings of a 2016 study in the US that mapped the online communities for and against Black Lives Matter protests in 2016. In that case, Russian-aligned accounts amplified polarization by playing a central role in both the far-right and far-left communities online.

---

39 This is a conservative estimate. We calculated the size of the ecosystem using various methods such as mapping all accounts that retweeted the most influential accounts at different points in time.
40 Starbird, Arif, and Wilson, “Disinformation as Collaborative Work.”
41 Categorizing accounts as either far right or far left is a subjective assessment. However, most of the accounts in this study were well-known to our team, making the determination relatively straightforward. For the remaining accounts, our analysts looked at account networks for evidence of support for certain narratives and slogans that have been promoted or amplified by groups on the far left and far right. For further discussion of the challenge of measuring extremism, see John M. Berger, *Extremism* (Cambridge, MA: MIT Press, 2018).
42 Starbird, Arif, and Wilson, “Disinformation as Collaborative Work.”
2) Far right and far left networks are among the most active online political communities.

One of our primary goals in this report was to measure the relative size and reach of the networks amplifying Russian influence narratives. The research builds on previous studies that document Russian narratives that target Canadians.\(^43\) To assess the networks’ potential influence, we first identified the supportive ecosystem engaging with these information campaigns.

To be successful, foreign influence operations on social media require the cooperation of thousands or, in some cases, millions of social media users. This network leveraging highlights the distinction between disinformation and misinformation.\(^44\) The organizations disseminating content do so with malicious intent (disinformation), but most users who engage with those narratives are unaware of the creators’ intention — in other words, their unwitting engagement involves misinformation. However, their participation is essential for the amplification of influence operations. It is for this reason that those creating influence campaigns select narratives that closely align with a community’s current views or ideology to maximize that community’s uptake. This selection process is one reason we chose to study the broader supportive ecosystem (e.g., 200,000 accounts) to observe how these narratives resonated within the larger ecosystems.

Although the ecosystem had at least 200,000 accounts on Twitter, two distinct networks emerged. Only when we reviewed accounts central to these two ecosystems did we realize that the two networks corresponded to far-right or far-left communities in Canada. We identified the central accounts by calculating a centrality metric across all accounts engaging with an initial set of expert-identified relevant accounts. This centrality metric, PageRank, is often used to identify influential web pages on the Internet.\(^45\) It has been used to study social networks, especially around conspiracy theories.\(^46\) This centrality metric drops off quickly after the core ninety accounts. As we

---

43 Boucher et al., “Disinformation and Russian-Ukrainian War on Canadian Social Media.”
reviewed the ecosystem’s core accounts, our analysts determined that the users in Canada were among Canada’s most prominent far-right and far-left voices.

To contextualize the potential influence of the pro-Russian ecosystem, the team identified two comparable sets of accounts. The first network mapped the Twitter ecosystem for Canada’s 338 Members of Parliament who have Twitter accounts. This network served as a comparison of a politically oriented online community in Canada. For the second network, the team identified the most influential Twitter accounts in Canada to serve as a benchmark against the pro-Russian networks we’d identified. The data set was created by collecting Twitter data geolocated to Canada, as identified by Twitter’s geolocation metadata and applying the same PageRank-based approach to identify the most influential accounts. These included accounts such as the CBC and Justin Trudeau. The three sets of accounts were then compared by examining, among other comparisons, the number of tweets they produced, the number of times they were retweeted, the number of accounts that followed each, and the number of accounts they followed.

In comparison to the 338 Members of Parliament, the Canadian Russian-aligned accounts had comparable followers, followed three times more accounts, produced twenty-seven times more tweets, and had three times more engagement (see Figure 2). However, this analysis does not account for the ultimate influence of those ideas on Canadians’ views of Ukraine. Still, as a network, it is among Canada’s most active political communities. Measuring the Russian-aligned accounts compared to the most influential accounts in Canada of any kind, they produced four and a half times more content (450%), followed almost twice as many accounts, but only had a quarter (27%) of the followers. The analysis showed that the Russian-aligned posts were engaged with more often when accounting for the size of their audience.

Figure 2. Comparing Canadian Russian-aligned accounts, Canadian MPs, and the most prominent Twitter accounts in Canada.
3) Average Canadians enabled Russian influence operations.

The most active accounts — those driving much of the traffic — are a tiny percentage of the ecosystem (far less than 1 percent). Within the supportive ecosystem of 200,000 Twitter accounts, 83.4 percent of the audience have fewer than the average number of followers — fewer than 1,318 followers. By contrast, the 17 percent with more than that have approximately 6,477 followers on average, with a maximum of 800,175. One insight from this report, which is supported by other research, is how a small network of active pro-Putin accounts can co-opt and engage passive followers. Without this tacit and usually unknowing support, such pro-Putin narratives would not be amplified in Canadian online spaces communities to the extent they are.

---

47 Starbird, Arif, and Wilson, “Disinformation as Collaborative Work.”
4. Russian disinformation campaigns use content tailored to Canada.

Our findings confirmed previous research that Russian influence operations use Canadian-tailored content.48 The most obvious examples include influence campaigns targeting specific Canadians. For example, one of the most consistent targets was Canadian Deputy Prime Minister Chrystia Freeland. The focus on Ms. Freeland is likely a result of her prominent role in the government, previous public support for Ukraine, and family ties to Ukraine. But it is also likely that Ms. Freeland is a target because of her potential candidacy as NATO’s next Secretary-General.49 Other examples include disinformation campaigns related to former Canadian General Trevor Kadier and other Canadians fighting in Ukraine. Beyond targeting specific individuals, many narratives blamed Canadian policies toward Ukraine for various global ills, including inflation, global food shortages, or the Russian motivations for initiating the war. Studying content with Canadian-related material helped distinguish the supportive ecosystem in Canada from accounts in the US. However, it was clear from the network mapping and qualitative assessment that significant sharing occurs between the US and Canadian ecosystems.

Our research confirmed other studies’ findings that new influence narratives targeting Canada emerge every week.50 These influence campaigns often produce variations of existing targets or themes but they also respond quickly to political and military events in Canada, Europe, Russia, and Ukraine. The sophistication and proliferation of these Canada-tailored narratives suggest a highly organized and well-funded effort to target Canadian support for Ukraine.

48 Boucher et al., “Disinformation and Russian-Ukrainian War on Canadian Social Media.”
50 For example, see Madeline Roache, Sophia Tewa, Alex Cadier, et al., “Russia-Ukraine Disinformation Tracking Center: 358 Websites Spreading War Disinformation And the Top Myths They Publish,” NewsGuard, 21 February 2023, <https://www.newsguardtech.com/special-reports/russian-disinformation-tracking-center> or the EUvsDisinfo site at <https://euvsdisinfo.eu/>.
The narratives pushed by accounts linked to Russian interests include the following narratives, many of which have been identified by previous research:

- “Canada’s foreign policy is controlled by Ukrainian Canadians.”
- “Canadian sanctions are responsible for inflation and rising energy costs.”
- “Canadian sanctions are responsible for growing global food shortages.”
- “If Canadians want to cooperate with Russia on climate and Arctic issues, then we must return to diplomacy.”
- “Ukraine is corrupt and doesn’t deserve our support.”
- “Russia is de-Nazifying Ukraine.”
- “NATO is responsible for the war.”
- “Western support for Ukraine should stop because it will cause nuclear Armageddon.”

5. **Russian information operations spiked in the three months before the invasion.**

The study examined tweets from Russian-aligned accounts for a full year before the invasion on 24 February 2022. This analysis allowed the researchers to establish baseline assessments of the ecosystem that would later be central to amplifying Russian government narratives. Figure 5 tracks the daily tweet production of three Twitter ecosystems described before: (a) online political community engaging with Canada’s 338 MPs, (b) twenty of Canada’s most influential Twitter accounts, and (c) a Russian aligned-network focused on Canadian content. Our analysis showed that the production of tweets in the Russian-aligned accounts quadrupled in the three months before the invasion, providing compelling evidence of a premeditated campaign to shape Canadians’ views before the invasion. The results also highlight a steady increase of approximately 8 percent per month in the tweet production of that network since 24 February 2022.

![Figure 5. Comparing daily Russian tweet production (January 2021 to September 2022)](image-url)
We’ve highlighted the prevalence
and reach of the Russian gov-
ernment’s efforts to undermine Canadian
support for Ukraine. These efforts began months before the
invasion and are increasing as the war continues. To better combat
Russian influence operations in Canada, we recommend the following:

1) **Strengthen government systems of oversight and information sharing.**

a. *Increase efforts to ensure elected officials at the federal and provincial levels are aware of the extent and strategies of Russian influence operations in Canada.* This would include regular briefings to elected representatives and government officials to help ensure they do not inadvertently amplify or normalize pro-Russian narratives. Additionally, provide targeted training on emerging security threats created by new information and communication technology.

b. *Establish an All-Party Parliamentary Committee for Defending Democracy* that would include members from each political party in Parliament, members of the Security and Intelligence Threats to Election (SITE) Task Force, and representatives from civil-society experts and the media. The members would receive regular reports about active foreign information operations and issue joint statements to counter and debunk them on a timely basis.

c. *Form a National Council For Democracy* that would monitor emerging threats and foreign influence narratives. The group would alert social media and government representatives to these threats and possible responses. It would also formulate a national whole-of-society strategy to foster long-term national resilience against malicious foreign information and influence operations. The initiative could be modelled on a similar effort in Taiwan, where civil society monitors and exposes foreign information manipulation and interference threats. Social media and government representatives are alerted to these threats and act accordingly. Social media platforms operating in Taiwan then dethrottle the identified narratives. When required, targeted government agencies can produce responses to directly address and often “pre-debunk” narratives within one hour of being alerted. The council would have representatives from some of the following constituencies:

- Canadian civil society experts
- Media representatives, editors, and publishers
- Social media platform representatives
- Government officials from responsible ministries, departments, and agencies.

d. *Ensure greater intergovernmental coordination and collaboration.* Several Canadian federal and provincial ministries, departments, and agencies have ongoing responsibilities and programs that monitor, analyze, or expose foreign information operations. They include, for example, the Global Affairs Rapid Reaction Mechanism,
Privy Council Office, Heritage Department, National Defence and Canadian Armed Forces, Communications Security Establishment (CSE), Canadian Security Intelligence Service (CSIS), and the RCMP. Establishing an overarching committee within the government could improve intergovernmental coordination and input from civil society actors and the media. This committee could be responsible for engagement within the National Council for Democracy (see recommendation 1c) and provide data to the All-Party Parliamentary Committee for Defending Democracy (see recommendation 1b).

2) Increase international coordination and collaboration.

Many of Canada’s allies have significant experience in defending against the threat of malicious foreign information operations and have done so effectively over the last decade. This includes the Baltic States, Finland, Sweden, and Taiwan. Many of these governments have adopted whole-of-society approaches to defending their societies, including robust early childhood education to provide cognitive resources that allow children to assess information through a critical lens. Malicious foreign information operations and narratives often target multiple nations in the community of global democracies. The Canadian government should coordinate efforts to monitor and expose information operations targeting this community and collectively advocate for more robust self-regulation by social media companies.

3) Increase support to schools, civil society, and research organizations.

a. Support efforts by civil society and researchers to monitor, analyze, and expose foreign disinformation narratives. Greater awareness of these narratives, the reasons foreign actors use tactical narratives, who they target, and the consequences of such narratives will lead to greater long-term resilience against them.

b. Social and digital media literacy are essential skills for Canadian society. It is especially crucial that children develop the necessary skills to inoculate them against information operations. The Canadian government should follow the example of Finland and the Baltic states by including digital media literacy and awareness in all school curricula from early childhood to high school. For instance, in Finland, at every grade level, digital media literacy is included in all classes, including science, math, and civics courses. Early and ongoing education and awareness will help ensure that...
students have the cognitive resources necessary to critically assess and consume information regardless of platform or source. This would require coordination among provinces, municipal authorities, and Canadian textbook publishers.

4) **Social media companies should provide researchers with greater access to data.**

Researchers’ capacity to study foreign information campaigns in Canada is dramatically limited by the restrictions placed on academics studying most social media platforms. Governments should incentivize these platforms to provide access to researchers and civil society organizations. The quantitative research in this report is based on Twitter data because of its publicly available API. While we found evidence of Russian influence operations on other social media platforms (including Facebook, Instagram, and YouTube), we were limited in our ability to examine its scope. Social media companies serious about understanding the misuse and weaponization of their platforms by violent and extremist actors must equip researchers with the tools required to quantify the breadth and extent of the problem. With support from these platforms, researchers and civil society can help identify emerging threats.

5) **Stay ahead of Pro-Russian networks through real-time monitoring and learning.**

Current moderation efforts tend to be based on community standards and policies, often aiming to manage violations rather than preventing or minimizing them. Given that malicious networks typically find ways to circumvent rules and restrictions, social media companies can retain their edge by focusing on building — and sustaining — a continuous learning system that can monitor and adapt more quickly than nefarious actors can. This shift in moderation techniques involves reducing the reliance on reactive strategies that respond to single inappropriate activities and instead increasing the capacity to track foreign interventions and their enabling networks. Developing and maintaining an actor-centred approach requires continuous input from relevant experts. By undertaking this transition, social media platforms and government agencies can enhance their ability to prevent and stem the spread of harmful content before it reaches large audiences.

All signs suggest that the war in Ukraine will continue for the foreseeable future. Ukraine’s ability to fight will heavily depend on continued Western support. It is almost certain that efforts by the Russian government and its proxies to undermine support for Ukraine will only increase in the coming months. It is also likely that social media platforms will continue to be the main avenue for influence operations, disrupting authentic political debate in Canada. Canadians should be able to discuss and debate the nature of support to Ukraine without malicious influence by foreign states. It is therefore crucial that the Canadian government, civil society, and social media platforms work together to reduce foreign influence operations. This should include additional resources for monitoring foreign interference. For instance, creating Russia and China teams within the Rapid Reaction Mechanism at Global Affairs is a welcome step toward achieving this. However, a whole-of-society approach is required, as is greater coordination and cooperation between relevant departments.

A crucial element of that approach involves better tools and methods to map the evolving ecosystems in Canada that are co-opted — willingly or not — by foreign influence operations to ensure their impact can be minimized. These tools include human-in-the-loop AI solutions that draw upon human analysis of the rapidly changing threat combined with the reach and pattern recognition of specialized AI algorithms. Together, they can contribute to timely and effective monitoring, exposing and countering foreign narratives injected or amplified in our information space, and will help build long-term public resilience against them.
Centre for Artificial Intelligence, Data, and Conflict

CAIDAC’s goal is to create a global, state-of-the-art platform to share human-in-the-loop AI tools, labels, models, and algorithms to capture social media’s transformation of conflict, political violence, and war. Its mission was born from our experience living in communities affected by violence. We watched as social media transformed conflict and also provided unprecedented documentation of events on the ground. And yet, the methods and tools available to researchers and humanitarians to study conflict have not undergone a similar revolution. CAIDAC’s researchers are motivated by the real-world impact of our research on practice and policy. We strive to be a place of innovation: a hub for individuals with different skill sets and backgrounds to address consequential problems they could not attempt alone. We value humility, unusual perspectives, and a desire to change the world (for the better). CAIDAC was co-founded by Laura Courchesne, Brian McQuinn, Cody Buntain, Denilson Barbosa, and Matthew Taylor.
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